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ABSTRACT
Automated analyses of speech samples can offer improved accuracy and 
timesaving advantages that streamline clinical assessment for children 
with a suspected speech sound disorder. In this paper, we introduce 
AutoPATT, an automated tool for clinical analysis of speech samples. 
This free, open-source tool was developed as a plug-in for Phon and 
follows the procedures of the Phonological Analysis and Treatment Target 
Selection protocol, including extraction of a phonetic inventory, phone
mic inventory with corresponding minimal pairs, and initial consonant 
cluster inventory. AutoPATT also provides suggestions for complex treat
ment targets using evidence-based guidelines. Automated analyses and 
target suggestions were compared to manual analyses of 25 speech 
samples from children with phonological disorder. Results indicate that 
AutoPATT inventory analyses are more accurate than manual analyses. 
However, treatment targets generated by AutoPATT should be viewed as 
suggestions and not used to substitute necessary clinical judgement in 
the target selection process.
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Introduction

Thorough phonological assessment is critical for identifying the presence, nature, and 
severity of speech sound disorders (SSDs), and for identifying appropriate treatment targets 
and goals. However, thorough assessment is time-consuming, and even the recommended 
1–1.5 hours of direct assessment can be insufficient (Bleile, 2002; Miccio, 2002; Skahan et al., 
2007). This is in addition to time spent post-assessment in analysis, determination of 
treatment goals, and paperwork, which is frequently reported to be more time-consuming 
than the assessment itself (Skahan et al., 2007). In total, most SLPs spend between 2 and 
2.5 hours in the speech assessment and post-assessment process for children with suspected 
SSDs (McLeod & Baker, 2014; Skahan et al., 2007). As the global demand for SLPs serving 
children with SSDs continues to increase (American Speech-Language Hearing Association, 
2016, 2020; Jesus et al., 2017; McAllister et al., 2013; Siewert et al., 2014), the efficiency of 
thorough diagnostic methods for suspected SSDs is an increasingly pressing concern.
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In the context of time and resource restraints, short, standardized articulation tests, such 
as the Goldman-Fristoe Test of Articulation-3 (GFTA-3; Goldman & Fristoe, 2015), are 
often used to assess speech production, identify SSDs, and even determine treatment targets 
(Fabiano-Smith, 2019; McLeod & Baker, 2014; Skahan et al., 2007). However, because these 
types of standardized measures are limited in scope and heavily focused on relational 
analyses (i.e. comparing the child’s productions to a correct target or a normative database), 
they fail to fully describe a child’s speech as it is used in their day-to-day production. These 
measures do not provide a sample size with sufficient depth or breadth to conduct 
independent analyses, such as the establishment of phonetic or phonemic inventories 
(e.g., Barlow & Gierut, 2002; Eisenberg & Hitchcock, 2010; M.F. Elbert & Gierut, 1986; 
Stoel-Gammon, 1985), which describe a child’s complete set of speech sound productions 
or determine their phonemic contrasts (Combiths et al., 2019; Eisenberg & Hitchcock, 2010; 
Fabiano-Smith, 2019; Macrae, 2017). Larger elicitation probes or connected speech samples 
collected through elicitation or spontaneous production are thus increasingly included in 
speech assessment as more thorough or naturalistic options (Bankson et al., 2017; 
Bernhardt & Holdgrafer, 2001; Macrae, 2017; Masterson et al., 2005; Miccio, 2002), but 
time is a concern when clinicians must transcribe and analyse these samples to extract 
useful diagnostic information from them.

Computerized tools for phonological analysis may offer at least a partial solution to the 
time investment required for a thorough speech assessment; however, very few SLPs report 
using these tools (McLeod & Baker, 2014; Skahan et al., 2007). Infrequent adoption of these 
technologies may be attributable to the limited scope, availability, or accessibility of tools 
that have been developed. Per Skahan et al. (2007), the most frequently used computerized 
phonological assessment tool is Hodson’s Computerized Analysis of Phonological Patterns 
(2003). This commercially available software elicits a 50-word speech sample, automates 
a relational analysis of phonological error patterns (e.g., substitutions, cluster reductions), 
and provides error-pattern-based treatment target recommendations. Thus, this tool facil
itates a rapid analysis of error patterns in English; however, it is not designed for indepen
dent analyses or for use with different types of speech samples. A similar program also exists 
for Malayalam, Computerized Assessment of Phonological Process in Malayalam (Sreedevi 
et al., 2013). Other commercially distributed tools, such as Logical International Phonetics 
Program (Oller & Delgado, 2000), Computerized Profiling (Long et al., 2006), and 
Computerized Articulation and Phonology Evaluation System (Masterson & Bernhardt, 
2001) more flexibly facilitate transcription, analysis, and/or treatment target recommenda
tion; however, these programs are no longer maintained and are either unavailable or 
incompatible with many modern devices.

Otherwise, only a few computerized phonological assessment tools are currently avail
able and compatible with modern hardware. These include Programs to Examine 
Phonetic and Phonological Evaluation Records (PEPPER; Shriberg, 1990), maintained 
by the Weissman Center at the University of Wisconsin-Madison; Ferramentas para 
Análise Fonológica Automática [Automatic Phonological Analysis Tools] (APAT; 
Saraiva et al., 2017), maintained by the University of Aveiro, Portugal; and Phon (Rose 
& Hedlund, 2020; Rose & MacWhinney, 2014), which is part of TalkBank (MacWhinney, 
2007) and maintained by Memorial University of Newfoundland. APAT is freely available 
(at http://acsa.web.ua.pt/) and completes analyses and produces results within Excel, 
which makes this tool readily accessible to users familiar with that software. Currently, 
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APAT is streamlined for speakers of European Portuguese using samples from the Teste 
Fonético-Fonológico–Avaliação da Linguagem Pré-Escolar [Phonological Testing–Pre- 
School Language Assessment] (Mendes et al., 2009) or the Teste de Articulação Verbal 
[Verbal Articulation Test] (Guimarães et al., 2014). Phon and PEPPER are stand-alone 
programs with graphical interfaces for transcription and analysis. Both are freely available 
(at https://www.phon.ca/ andhttps://phonology.waisman.wisc.edu/, respectively) and can 
accommodate a variety of speech sample types, including longer samples from indepen
dent probes or connected speech, to conduct clinically relevant analyses. Of these pro
grams, Phon has been most recently updated. Because Phon is relatively accessible and 
actively maintained, its potential for improving the efficiency of speech assessments 
merits further examination.

To date, Phon has been most frequently used in research (Rose & Stoel-Gammon, 2015); 
however, it is also appropriate for clinical assessment and monitoring (Byun & Rose, 2016). 
Through a graphical user interface, Phon allows utterance segmentation (time alignment) as 
well as orthographic and phonetic transcription of connected speech or elicited samples of 
any length. Several of these steps can be automated or partially automated within Phon, 
which includes International Phonetic Alphabet (IPA) dictionaries and syllabification 
algorithms for multiple languages. These allow automated generation of target (model) 
transcriptions and phone-by-phone alignments between target and actual forms, all of 
which are automatically annotated for syllable-level information (e.g., syllable onsets or 
codas; syllable stress). Phon includes the capacity to conduct acoustic analysis through 
integration with Praat (Boersma & Weenink, 2020), and offers a number of clinically useful 
analyses, especially relational analyses, such as consonant accuracy/Percentage of 
Consonants Correct (PCC; Shriberg et al., 1997; Shriberg & Kwiatkowski, 1982) and 
phonological pattern analysis. Additionally, through a scripting language adapted for 
phonological queries, Phon permits customizable parsing of phonological data. Although 
certain independent inventory analyses that can provide a more complete description of 
a child’s speech production are not currently integrated into Phon, these can be added with 
user-created scripts or plug-ins written in JavaScript or Groovy.

As described, Phon can be clinically useful given its ability to accommodate larger speech 
samples, partial automation of transcription, and built-in relational analyses; however, its 
current utility could be improved with the capacity to conduct additional independent 
analyses. Comprehensive independent analyses are often indicated as part of a thorough 
phonological assessment (e.g., Miccio, 2002; Skahan et al., 2007; Williams, 2015). For 
example, Phonological Analysis and Treatment Target (PATT) Selection procedures 
(Barlow et al., 2010) guide clinicians to conduct several independent analyses, including 
generating a phonetic inventory, an initial cluster inventory, and a phonemic inventory 
within a generative phonological framework (Chomsky & Halle, 1968). Together, these 
analyses provide a useful overview of the child’s phonological system without relational 
comparisons to a correct model. From the results of these analyses, PATT procedures 
provide instructions for identifying gaps in a child’s phonological knowledge and selecting 
relatively complex treatment targets. The recommendation of relatively complex targets is 
based on research which suggests that treatment targeting complex phonological structures 
results in greater system-wide phonological growth than targeting simpler structures (Elbert 
& McReynolds, 1979; Elbert et al., 1984; Flint & Costello Ingham, 2005; Gierut, 1990, 1991, 
1998a, 1999; Gierut et al., 1987; Gierut & Morrisette, 2012; Gierut et al., 1996; Gierut & 
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Neumann, 1992; Pagliarin et al., 2009; Powell & Elbert, 1984; Powell et al., 1991; Sommers 
et al., 1967; Williams, 1991; cf. Rvachew & Bernhardt, 2010).

In order to supplement the clinical utility of Phon and provide more comprehensive 
independent analyses, we developed AutoPATT (available at https://github.com/rayam 
berg/AutoPATT) as a Groovy plug-in for Phon. Because PATT steps are procedural in 
nature (as described below), AutoPATT is able to replicate much of the manual process via 
automation. Given IPA transcription from a Phon session, AutoPATT automatically gen
erates a phonetic inventory, a set of minimal pairs identifying phonemic contrasts, 
a phonemic inventory, and an initial cluster inventory. In keeping with PATT protocol, 
AutoPATT also generates a set of recommended treatment targets based on gaps in a child’s 
phonological knowledge, as identified from the results of its inventory analyses.

Automated procedures for phonological analysis, such as those conducted by AutoPATT 
and other similar tools, could provide faster and more accurate speech assessment, although 
this has not been frequently studied. In one existing study, Saraiva et al. (2017) found that 
computerized APAT results were highly consistent with results derived manually from 
a standardized phonological assessment. Otherwise, there is a paucity of work in this area. 
Most automated phonological analyses have not been tested empirically, perhaps because 
the accuracy of automated procedures is taken for granted. Nevertheless, one cannot 
assume the accuracy of automated analyses, phonological or otherwise, because computer
ized processes can and do produce errored results.

Computational error is generally more systematic than human error (Hirschman & Mani, 
2003; Strik & Cucchiarini, 2014), which tends to be more sporadic and unpredictable 
(McBride et al., 2014; Reason, 2000). When unexpected results arise with digital automation, 
these are usually the result of an error or oversight in the program’s specified procedures, as 
a computer program is literal in its interpretation of instructions. Programs that are tested 
appropriately can avoid these systematic errors, allowing them to be used repeatedly while 
yielding results with consistently high levels of dependability. This is something we cannot 
expect from human operators, especially given the high degree of descriptive precision 
involved in the computation of many independent analyses, such as those completed by 
AutoPATT. Similarly, treatment target suggestions could be derived more systematically 
from automated algorithms, given appropriate and programmatic procedures. In sum, 
automated processes require testing and validation with realistic datasets to minimize 
potential systematic error, confirm intended results, and establish accuracy.

The current study

The necessity for identifying the accuracy of automated procedures and comparing them 
against manual procedures motivated the current study. To provide initial validation of 
AutoPATT analysis results, we compared computerized independent analyses and target 
selection with AutoPATT to those same procedures completed manually and identified the 
accuracy of these analyses using 25 speech samples from young children with phonological 
disorder. With this study, we seek to answer the following questions:

(1) Are automated phonetic, phonemic, and initial cluster inventories, as generated by 
AutoPATT, comparable to those same analyses conducted manually following PATT 
procedures?
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(2) Does the accuracy of automated phonetic, phonemic, and initial cluster inventories, 
as generated by AutoPATT, differ from the accuracy of those same analyses con
ducted manually following PATT procedures?

(3) Are qualitative differences observable between AutoPATT target recommendations 
and targets generated manually following PATT procedures?

With this work, we contribute to the limited body of research investigating the accuracy of 
automated phonological analysis. Although treatment target selection is a component of 
both PATT and AutoPATT, subjective aspects of target selection and differences between 
manual and automated procedures make their accuracy difficult to quantify. Nevertheless, 
we observe target selection via both methods and compare them qualitatively.

Method

Participants and transcriptions

Participants in this study were 25 monolingual English-speaking children (age 
range = 3;1–6;7; mean age = 4;3) with functional phonological disorder (i.e. impair
ment in the production, acquisition, or representation of speech sounds with no 
known cause; Gierut, 1998b) from the Developmental Phonologies Archive of the 
Learnability Project1 (Gierut, 2015b). Raw data were narrow phonetic transcriptions 
of each child’s single-word productions from the Phonological Knowledge Probe (PKP; 
Gierut, 1985), collected prior to their participation in treatment. Reliability for 10% of 
consonant transcriptions was reported at 93% (Gierut, 2015a). The PKP samples 293 
words (for wordlist, see Gierut, 2015c), with a minimum of five opportunities for each 
English phoneme, in each permissible word position. The PKP is also designed to elicit 
minimal pairs from which an individual’s phonemic contrasts can be established. To 
permit analyses of these data with AutoPATT, transcriptions were converted from 
their archival format to a format compatible with Phon (for further description of this 
process, see Combiths et al., 2019)

Automated and manual data

From these transcriptions, two types of data were derived to compare agreement across 
manually generated analyses and automated analyses. For the manual analyses, research 
assistants in a phonology research laboratory were trained to manually complete PATT 
analysis procedures. Each research assistant demonstrated proficiency with these proce
dures using a sample dataset prior to contributing to the study. After this training, research 
assistants completed the PATT for each of 25 samples. PATT assessment procedures 
include generating:

1Archival data were retrieved from the Gierut/Learnability Project collection of the IUScholarWorks repository at https:// 
scholarworks.iu.edu/dspace/handle/2022/20061 The archival data were original to the Learnability Project and supported 
by grants from the National Institutes of Health to Indiana University (DC00433, RR7031K, DC00076, DC001694; PI: Gierut). 
The views expressed herein do not represent those of the National Institutes of Health, Indiana University, or the 
Learnability Project. The author(s) assume(s) sole responsibility for any errors, modifications, misapplications, or misinter
pretations that may have been introduced in extraction or use of the archival data.
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(1) a phonetic inventory based on a two-time occurrence in the sample, with 
a corresponding list of English phones missing from the inventory

(2) a list of minimal pairs demonstrating phonemic contrasts
(3) a phonemic inventory derived from a two-time occurrence of minimal pairs, with 

a corresponding list of English phonemes missing from the inventory
(4) an inventory of word-initial consonant clusters based on a two-time occurrence in 

the sample, with a corresponding list of English clusters missing from the inventory

Although only these independent inventory analyses were evaluated quantitatively for the 
purposes of this study, PATT also includes a more involved complexity-based treatment 
target selection process (see Gierut, 2007; Morrisette et al., 2006; Storkel, 2018). In abbre
viated form, this process includes:

(1) determining if any three-element consonant clusters (e.g. /spl-/) are appropriate 
targets based on their absence in a child’s initial cluster inventory and the presence 
of components of the cluster (e.g./p/and/l/) in their phonemic inventories (Gierut & 
Champion, 2001)

(2) determining if any two-element consonant clusters (e.g. /fɹ-/) are appropriate targets, 
based on their absence in the initial cluster inventory, and their complexity relative to 
other English consonant clusters (Gierut, 1999)

(3) in the absence of potential cluster targets, determining a relatively complex singleton 
target (e.g. /θ/) based on absence from the phonetic inventory (e.g., Gierut et al., 
1987), stimulability (e.g., Miccio et al., 1999), frequency, and age of acquisition (e.g., 
Gierut et al., 1996)

To generate the automated results, the aforementioned analyses and target selection steps 
were also completed using AutoPATT, which replicates these same procedures. Resultant 
inventories and sets of suggested targets were arranged such that each segment or cluster in 
an inventory or set of targets constituted an item for comparison purposes.

To determine accuracy of manual and automated inventories, the “correct” inventories 
were generated as follows. Each instance of disagreement between manual and automated 
analyses was reviewed by one of the authors. Referencing PATT procedures and the original 
raw data, the inclusion of a given segment or cluster in the phonetic, phonemic, or cluster 
inventory or set of suggested treatment targets was determined. A different author, blind to 
the initial designations, made accuracy determinations for 20% of the disagreements. When 
compared, reliability for these designations was 100%. In instances of agreement, the 
convergence of manual and automated results determined inclusion of that segment or 
cluster in the corresponding inventory.

Analyses

In order to compare automated analyses to manual analyses, several metrics of interrater reliability 
were calculated, including percent agreement, Cohen’s kappa (Cohen, 1960), and Scott’s pi (Scott, 
1955). Cohen’s kappa and Scott’s pi are suitable measures for categorical data from two coders, 
accounting for the probability of chance agreement in the data (e.g. Mitani & Nelson, 2017). To 
determine the accuracy of each, these metrics were also calculated between automated and correct 
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inventories and between manual and correct inventories. Mixed effects logistic regression deter
mined the ability of the automated results and manual results to predict correct outcomes, 
controlling for participant as a random factor.

Results

Agreement

Reliability between AutoPATT and manual analyses are displayed in Table 1 as percent 
agreement, Cohen’s kappa, and Scott’s pi values. Cohen’s kappa and Scott’s pi values near 0 
are indicative of chance agreement (1 indicates perfect agreement). Percent agreement was 
highest for phonetic inventories (96%), followed by phonemic inventories (89%), and 
cluster inventories (76%). Despite these results, negative Cohen’s kappa and Scott’s pi 
values for all analyses suggest that agreement between AutoPATT and manual analyses 
are quite poor, given the relatively high probability of chance agreement in these data.

Accuracy

After considering the comparability of AutoPATT and manual analyses, we examined the 
relationship between results from AutoPATT and the results verified as correct according to 
PATT protocol, displayed in Table 2. Here, percent correct was high for all analyses: 100% 
or nearly 100% for phonetic and phonemic inventories, and 98% for cluster inventories. 
Cohen’s kappa and Scott’s pi indicated high agreement with correct results for phonetic, 
phonemic, and cluster inventories. Logistic regression indicated that, overall, AutoPATT 
results were a significant predictor of correct results, z(24, 1033) = 2.75, p < .01.

The relationship between results from manual analyses and the results verified as correct 
was examined in the same fashion, and these results are displayed in Table 3. Manual 
analyses were less accurate than AutoPATT analyses, with correct agreement at 96% for 
phonetic inventories, 89% for phonemic inventories, and 78% for cluster inventories. 
Cohen’s kappa and Scott’s pi indicated poor agreement for all analyses. Logistic regression 
indicated that, overall, manual results were not a significant predictor of correct results, z 
(24, 1033) = 0.38, p = .71.

Table 1. Interrater reliability for AutoPATT and manual analyses as percent agreement, Cohen’s kappa, 
and Scott’s pi.

Analysis n Auto-Manual % Agreement SE Cohen’s Kappa SE Scott’s Pi SE

Phonetic Inventory 552 95.8% 0.009 −0.016 0.207 −0.021 0.209
Phonemic Inventory 398 89.2% 0.016 −0.014 0.146 −0.057 0.152
Cluster Inventory 108 75.9% 0.041 −0.105 0.189 −0.137 0.195
Total 1058 91.3% 0.009 −0.026 0.102 −0.045 0.104

Table 2. AutoPATT analysis reliability as percent correct, Cohen’s kappa, and Scott’s pi.
Analysis n AutoPATT % Correct SE Cohen’s Kappa SE Scott’s Pi SE

Phonetic Inventory 552 99.8% 0.002 0.908 0.092 0.908 0.092
Phonemic Inventory 398 100.0% 0.000 1.000 0.000 1.000 0.000
Cluster Inventory 108 98.1% 0.013 0.865 0.094 0.865 0.095
Total 1058 99.7% 0.002 0.908 0.053 0.908 0.053
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Qualitative results

Quantitative analyses captured the overall relationship between AutoPATT and manual 
analysis results and provided an estimate of the accuracy of each; however, these did not 
provide insight into the sources of disagreement between manual and automated results or 
sources of error in either. For this we examined, qualitatively, the nature of discrepancies 
between AutoPATT and manual analysis results and their errors relative to correct results. 
These errors are displayed in Table 4. Furthermore, differences between AutoPATT and 
manual target selection were only examined qualitatively.

Most disagreements between AutoPATT and manual analyses (approximately 85%) were 
attributable to omission of a phone, phoneme, cluster, or treatment target from the relevant 
inventory or set of targets from the manual analysis. For phonetic and cluster inventories, these 
manual omissions were most common for non-ambient (i.e. not typically occurring in the target 
language) segments and clusters (e.g. [ʦ], [θw]) or segments and clusters with diacritic markers (e.g., 
[b̥], [dᵊw]). Manual omissions from the phonemic inventory were frequently related to missing 
a second occurrence of minimal pairs for a given contrast or not identifying minimal pairs for non- 
ambient segments. Most of these omissions were classified as errors in the manual analysis.

Instances in which AutoPATT omitted an inventory item that was included in manual 
results were less common. These were most often attributable to differences in the inter
pretation of a phone or cluster for the purposes of inventory inclusion. For instance, [kj] 
occurred two or more times as a word-medial cluster in several participants’ productions. 
On three occasions, research assistants included [kj] in the initial cluster inventory, based 
on these word-medial occurrences. However, PATT guidelines specify that inclusion in the 
cluster inventory should be based on a two-time occurrence of the cluster in word-initial 
position, making inclusion of [kj] in those cases an error. In a different example, [dð] 
occurred multiple times in the data. Based on its patterning in the samples, this was most 
likely meant to represent a dentalized affricate (i.e. [d͡ð]). Research assistants correctly 
interpreted these transcriptions as affricates, whereas the AutoPATT analysis erroneously 
interpreted these transcriptions as occurrences of clusters.

The number of manually selected treatment targets differed greatly across manual and 
automated procedures. This is primarily because most research assistants indicated only 
one treatment target, whereas AutoPATT provided a list of targets when multiple targets 
were appropriate. However, the manually selected target was always included in the set of 
potential targets identified by AutoPATT, with one exception. For one sample, the manually 
selected treatment target was /skw-/. However, AutoPATT missed this three-element 
cluster target because it erroneously considered an occurrence of a two-element cluster 
with a diacritic, , as an instance of a three-element cluster, eliminating potential three- 
element cluster targets. Identification of these discrepancies and errors provided useful 
information for later revisions of the AutoPATT algorithm, as discussed in the next section.

Table 3. Manual analysis reliability as percent correct, Cohen’s kappa, and Scott’s pi.
Analysis n Manual % Correct SE Cohen’s Kappa SE Scott’s Pi SE

Phonetic Inventory 552 96.0% 0.008 −0.014 0.212 −0.020 0.213
Phonemic Inventory 398 89.2% 0.016 −0.014 0.146 −0.057 0.152
Cluster Inventory 108 77.8% 0.040 0.034 0.174 0.015 0.178
Total 1058 91.6% 0.009 0.017 0.100 0.050 0.087
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Discussion

In this study, we compared the results of manual and automated inventory analysis and 
treatment target selection, following PATT procedures (Barlow et al., 2010). We first discuss 
the quantitative and qualitative results for generation of inventories separately from the 
qualitative results for treatment target selection, as our analyses and findings differed in 
these areas, and they diverge in their relevant considerations.

Table 4. Unique inventory errors.

Note: Only unique errors are displayed. Repeated errors are only listed once.
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Results indicate that automated generation of phonetic, phonemic, and cluster inven
tories using AutoPATT is not equivalent to these same inventories generated manually by 
undergraduate and graduate students with training in these procedures, at least when using 
narrowly transcribed speech samples from young children with phonological disorder. 
Low percent agreement between manual and automated inventory analyses were confirmed 
by near-zero Scott’s pi and Cohen’s kappa values. However, accuracy and qualitative error 
analyses revealed that disagreements were primarily attributable to human error in the 
manually generated analyses, most frequently omission of a phone, phoneme, or cluster that 
was accurately identified by AutoPATT. Specifically, AutoPATT-generated inventories 
were 98–100% accurate, whereas manually generated inventories were 78–96% accurate. 
Thus, AutoPATT may be a more accurate and consistent means of generating inventories 
for speech analysis than manual procedures.

In addition to generating inventory analyses, PATT and AutoPATT both include 
procedures for selecting complex treatment targets (e.g. Morrisette et al., 2006), based 
primarily on an individual’s phonetic, phonemic, and initial cluster inventories. 
Research assistants frequently indicated only a single suggested target, and 
AutoPATT indicated a set of potential targets where applicable. Although automated 
procedures may be able to provide a short list of potentially appropriate targets, 
AutoPATT is ultimately unable to incorporate the myriad factors involved in deter
mining a single target, based on independent inventory analyses alone. Furthermore, 
we identified a systematic error in the AutoPATT algorithm that led to misinterpreta
tion of a two-element cluster with a diacritic as a three-element cluster for the 
purposes of target selection – although this was addressed in subsequent revisions to 
the program, as described in the next section. From these observations, we conclude 
that AutoPATT may be able to streamline complex target selection by narrowing the 
pool of potential targets, but it is not a substitute for necessary clinical judgement in 
treatment target selection, and its suggestions must be reviewed against assessment 
results in case of unexpected errors.

Clinical implications

Automated phonological analyses, such as the generation of phonetic, phonemic, and cluster 
inventories, show promise as accurate means of describing an individual’s phonological 
system. As shown here, automated inventories can be generated with less error than those 
created manually. Human error is a well-documented phenomenon in phonological analysis 
for research purposes (e.g., Shriberg & Lof, 1991); however, it is less frequently addressed in 
the clinical domain. For phonological analysis, relatively high proficiency with IPA notation is 
required, in addition to some knowledge of phonological theory. Even when clinicians are able 
to conduct these analyses, they are unlikely to have access to the time and resources available 
to research assistants in a phonology laboratory which permit them to work carefully and 
review their analyses for errors. Assuming accurate digital transcriptions, automated analyses 
also allow effective archival of an individual’s speech production abilities, which can be 
referenced and analysed repeatedly. Because analysis procedures are applied identically across 
datasets, results can be compared over time with confidence that the analyses were conducted 
consistently. Consequently, clinicians might stand to benefit considerably from the greater 
accuracy and consistency of automated phonological analyses for speech assessment.
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These automated analyses could be more efficient than manually completed analyses, 
although comparison of the time spent preparing and conducting manual and automated 
analyses still requires direct investigation. AutoPATT analyses require a speech sample to be 
transcribed in Phon. Transcriptions may be completed in Phon from a video or audio 
recording or by hand. If transcription is completed by hand, it requires data entry, either 
directly into Phon using its built-in IPA map or indirectly with another IPA typing tool. For 
a clinician or researcher experienced with Phon and digital IPA transcription, this transfer 
can be completed in 30 minutes for a sufficiently thorough sample, such as the 293-word 
samples in this study, but it could take an hour or more in other circumstances. Although 
digital transcription requires an initial time investment, phonological analysis software may 
offer a significant return on investment, as any number of relational and independent 
analyses can be completed and repeated in minutes. For comparison, trained students 
and research assistants typically spent 1–2 hours to complete manual PATT assessment 
and target selection procedures.

Although a pool of treatment target options, as generated by AutoPATT, can be a useful tool 
for clinicians seeking to identify relatively complex treatment targets for a child with phonolo
gical disorder, these suggestions are based on limited, one-dimensional inventory analyses. The 
onus of treatment target selection still lies on the clinician who may choose to consider these or 
other target options in the context of a complete assessment, which may include automated 
analysis of a speech sample, but should also include a variety of other assessment measures 
(Fabiano-Smith, 2019; Kamhi, 1992; McLeod & Baker, 2014; Miccio, 2002).

Limitations and future directions

Although AutoPATT was shown to be relatively accurate for inventory analyses in its 
current state, there remain areas for improvement. Research assistants following manual 
PATT procedures at times interpreted initial consonant clusters as exclusively word-initial 
and other times included syllable-initial (word-medial) clusters in that category. AutoPATT 
considered only word-initial clusters for the initial cluster inventory. Indeed, syllable-initial 
clusters may be appropriate to include in the initial cluster inventory, and both PATT and 
AutoPATT procedures could be updated accordingly. Also, at least one instance of sys
tematic error in the AutoPATT target selection algorithm was identified, although this only 
impacted target selection for one participant, and the error has since been corrected.

Currently, AutoPATT does not consider an individual’s stimulability for sounds absent from 
the phonetic inventory in the target selection process because this cannot be determined from 
a single-word sample. However, stimulability is a relevant consideration in target selection (e.g. 
Miccio et al., 1999). Similarly, substantial discrepancies between manual and automated treat
ment target selection highlight the critical role of clinical judgement in this process. Since 
completion of this study, AutoPATT has been revised to address the error in target selection 
described above, to display more detailed information explaining the characteristics of the 
sampled phonological system that resulted in the given set of suggested complex targets, and 
to clarify the utility of stimulability testing and other analysis tools in conjunction with clinical 
judgement for evidence-based assessment and treatment target selection.

Replication of this work would improve our understanding of the utility of these automated 
analysis tools. Extension of this work to other computerized assessment tools, to other 
populations, and with more heterogeneous samples would be especially beneficial, as the 
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current findings are only generalizable to AutoPATT analyses of samples from young mono
lingual English-speaking children with phonological disorder. Furthermore, PATT proce
dures exist for Spanish, and AutoPATT was developed for both English and Spanish; however, 
the accuracy of AutoPATT analyses in Spanish remains to be examined. As these automated 
analyses are revised, they will require additional validation. This iterative process will continue 
to improve the available repertoire of clinically appropriate tools for phonological analysis.

Conclusion

Automated speech analysis is an emerging area of academic and clinical interest, and it is 
increasingly considered a useful tool for clinical speech assessment. Clinicians may choose 
to expand their repertoire of phonological assessment tools to include automated analyses; 
however, the accuracy and validity of these tools should be taken into consideration, and 
automated results should be interpreted in the context of other conventional assessment 
tools and each client’s unique set of personal circumstances and priorities.
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